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Correla+on	  between	  	  
X-‐ray	  Luminosity	  L x  and	  the	  spin-‐down	  Luminosity	  L rot 	

to	  understand	  the	  magnetosphere	
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As for the soft band the enors in Z, were fully taken into account and were used
to weight the data points in the linear fit. By reason of a smaller contribution from
the thermal spectral components above -2keV the scatter in the data points below
-103s ergs-l seems larger. The result from a linear fit, however, is found to be
fully in agreement with the earlier results based on Einstein, ASCA and ROSAT
data [134,139,1421.
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Figure 9. Gamma-ray luminosity Lγ = 4πfΩd2G100 in the 0.1 to 100 GeV energy band vs. spindown power Ė. The vertical error bars from the statistical uncertainty
on the energy flux G100 are colored in the online journal. The vertical error bars due to the distance uncertainties are black, and generally larger. Doppler corrections
(Section 4.3) have been applied to MSPs with known proper motions, leading to visible horizontal error bars in some cases. The upper diagonal line indicates 100%
conversion of spindown power into gamma-ray flux: for pulsars above this line, the distance d may be smaller, and/or the assumed beam correction fΩ ≡ 1 is wrong.
The lower diagonal line indicates the heuristic luminosity Lh

γ =
√

1033Ė erg s−1, to guide the eye. The upper of the two Crab points, at far right, includes the X-ray
energy flux (see Section 9.1). The markers are the same as in Figure 1.
(A color version of this figure is available in the online journal.)

Figure 10. Gamma-ray efficiency η = Lγ /Ė vs. spindown power Ė. The error bars are as in Figure 9. The markers and the side histogram use the same color coding
as in Figure 1.
(A color version of this figure is available in the online journal.)
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The	  Second	  Fermi	  Large	  Area	  Telescope	  Catalog	  of	  
Gamma-‐ray	  Pulsars	  (The	  Fermi-‐LAT	  collabora+on	  
2013)	  apjs,	  208,2	  	
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L γ  ∝　L rot 1/2	 L x  ∝　L rot 	

primary	  par+cles	

secondary	  par+cles?	
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Figure 2. Top panel shows non-thermal X-ray luminosity vs. spin-down power Ė. The dashed and dash-dotted lines correspond to log(Lpsr
X,crit) = 1.51 log(Ė) − 21.4

and log(Lpsr
X,crit) = 0.38 log(Ė) − 17.7, respectively (see the text). The constant efficiency (η = L/Ė) lines are shown by the dotted lines. The downward arrows show

90% confidence upper limits. The blue stars mark γ -ray pulsars. The red error bars and limits are from this paper, the rest are taken from KP08. In most cases, the
uncertainties of the luminosities are dominated by the distance uncertainty, which we assumed to be 40%. The bottom panel shows γ -ray luminosity (in 0.1–100 GeV)
vs. the pulsar’s Ė. X-ray-detected pulsars are shown in blue.
(A color version of this figure is available in the online journal.)

presented in KP08 are significantly brighter so that their spectra
could be fitted in a standard way with the unabsorbed fluxes
calculated from best-fit model parameters (which in some cases
included NH). Obviously, when the number of counts is small,
the flux estimated according to Equation (2) is less certain be-
cause the statistical uncertainty (given by Equation (3)) is large
and also because the NH, needed to calculated the unabsorbed
flux, is assumed (based on DM or pulsar position in the Galaxy)
rather than fitted. The latter uncertainty is hard to calculate but
for the typical photon index of 1.5 it is unlikely to be more
than 30% of the flux (luminosity) value, in the 0.5–8 keV band.
Therefore, in most cases the uncertainties of the luminosities
shown in Figure 2 are dominated by the distance uncertainty,

which we assumed to be 40% (similar to Marelli et al. 2011 and
Li et al. 2008).

4. DISCUSSION

By adding the flux measurements or upper limits for 23
pulsars observed with Chandra/ACIS, we have significantly
expanded the sample of pulsars analyzed by KP08. In Figure 2
(top panel) we plot the pulsar luminosity, L

psr
X , versus spin-

down power Ė. One can see that, in general, L
psr
X increases

with Ė, in agreement with the previously noticed trends (e.g.,
Seward & Wang 1988; Becker & Trümper 1997; Possenti et al.
2002; Cheng et al. 2004; Li et al. 2008; KP08). However,
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Kargaltsev	  et	  al.	  	  2012,	  apjs,	  201,	  37	

log Lx = c1 log L rot + const.	
C1	 references	

1.39	 Seward	  and	  Wang	  1988	  

1	 Becker	  &	  Trumper	  1997	

1.5	 Saito	  1998	  

1.34	 Possen+	  et	  al.	  2002	  

0.92	 Li	  et	  al	  2008	

0.997	 (0.1-‐2	  keV)Becker	  2009	

1.336	 (2-‐10	  keV)Becker	  2009	

・large	  scaVer	  ：	  
　　no	  sta+s+cally	  acceptable	  
regression	  lines	  
Unknown	  physics/parameter	  here!	

L	  x	  ー L rot 　	  correla+on	

・a	  number	  of	  regression	  lines:	



X-‐ray	  luminous	  	  NS	  popula+ons!	

+	  magnetar	  (AXP,SGR)	  
X	  CCO	  
＊XINS	  

Origin:	  
magne+c	  field	  
dissipa+on	

some	  	  popula+on	  may	  be	  mixed	  into	  the	  PSR	  i.e.	  magne+c	  
dissipa+on	  in	  RPP	  è	  contamina+ng	  a	  simple	  Lx-‐Lrot	  rela+on	  
èscaVer	

rela+on	  among	  them	  and	  RPP?	  Hybrid	  objects?	

□	  	  PSR	



Ques+ons	

•  inherent	  Lx-‐Lrot	  rela+on	  exist?	  
•  origins	  of	  large	  scaVer	  (unknown	  physics?)	  
•  for	  large	  efficiency	  Lx/Lrot,	  why?	  
•  for	  small	  efficiency	  Lx/Lrot,	  why?	  
•  High-‐B	  radio	  pulsars	  are	  different?	



Sample	  Prepara+on	

“ordinary radio pulsars”	

•  Radio	  pulsars	  in	  Parkes	  ATNF	  catalog	  (P, Pdot, d known)	  
•  remove	  magnetars	  
•  remove	  MSPs	  (Bd <	  1010	  G)	  
•  remove	  binary	  

High	  B	  pulsar	  >1013	  G	  
Sample	  HB	

where	  Frot=L rot/4πd2 	

log Frot > -9	 Sample S	

-9>log Frot >-10	 Sample A	

-10>log Frot > -11	 Sample B	

-11>log Frot > -12	 Sample C	

-12 > log Frot	 Sample F	

radio	  pulsar	  sample	
remainder	

S+A+B	  used	

pick	  up	
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Table 1. Summary of the Numbers of our Samples.

Sample Name Range total detected upper limit not observed

S Frot > 10−9 29 27 2 0

A 10−9 ≥ Frot > 10−10 43 20 15 8

B 10−10 ≥ Frot > 10−11 88 10 25 53

SAB Frot > 10−11 160 57 42 61

HB Bd > 1013 56 9 6 41

Table 2. (continued)

Name Period distance logLrot logLx log ηx References

PSR s kpc erg s−1 erg s−1

B1822-09 0.769 0.30 33.659 29.331 -4.33 Prinz & Becker 2015

B1853+01 0.267 3.30 35.633 31.525 -4.11 Kargaltsev & Pavlov 2008

B1929+10 0.227 0.31 33.595 30.041 -3.55 Kargaltsev & Pavlov 2008

J0538+2817 0.143 1.30 34.694 30.698 -4.00 Kargaltsev & Pavlov 2008

J0729-1448 0.252 4.37 35.447 31.381 -4.07 Kargaltsev et al. 2012

J1016-5857 0.107 9.31 36.411 32.699 -3.71 Kargaltsev & Pavlov 2008

J1028-5819 0.091 2.76 35.920 31.585 -4.34 Kargaltsev et al. 2012

J1509-5850 0.089 3.85 35.712 31.930 -3.78 Kargaltsev & Pavlov 2008

J1531-5610 0.084 3.10 35.957 31.605 -4.35 Kargaltsev et al. 2012

J1702-4128 0.182 5.18 35.534 31.870 -3.66 Kargaltsev et al. 2012

J1718-3825 0.075 4.24 36.097 31.988 -4.11 Kargaltsev et al. 2012

J1741-2054 0.414 0.30 33.977 30.837 -3.14 Camilo et al., 2009

J1856+0245 0.081 10.29 36.665 33.469 -3.20 Rousseau et al., 2012

J2043+2740 0.096 1.13 34.752 30.456 -4.29 Abdo et al., 2013

Sample Aul

B0740-28 0.167 2.00 35.155 < 30.979 < -4.18 Prinz & Becker 2015

B1727-33 0.139 4.26 36.091 < 31.146 < -4.95 Prinz & Becker 2015

B1830-08 0.085 4.50 35.766 < 33.045 < -2.72 Kargaltsev et al., 2012

J0248+6021 0.217 2.00 35.328 < 32.564 < -2.76 Abdo et al., 2013

J0940-5428 0.088 4.27 36.287 < 30.870 < -5.42 Prinz & Becker 2015

J1105-6107 0.063 7.07 36.393 < 31.390 < -5.00 Prinz & Becker 2015

J1637-4642 0.154 5.77 35.806 < 31.845 < -3.96 Prinz & Becker 2015

J1702-4310 0.241 5.44 35.803 < 31.417 < -4.39 Prinz & Becker 2015

J1739-3023 0.114 3.41 35.478 < 31.291 < -4.19 Prinz & Becker 2015

J1828-1101 0.072 7.26 36.194 < 31.983 < -4.21 Prinz & Becker 2015

J1831-0952 0.067 4.33 36.033 < 32.191 < -3.84 Prinz & Becker 2015

J1835-1106 0.166 3.08 35.250 < 30.777 < -4.47 Prinz & Becker 2015

J1837-0604 0.096 6.19 36.301 < 32.193 < -4.11 Prinz & Becker 2015

J1841-0345 0.204 4.15 35.430 < 31.297 < -4.13 Prinz & Becker 2015

J1928+1746 0.069 8.12 36.206 < 31.599 < -4.61 Prinz & Becker 2015

Sample Bd

B0540+23 0.246 3.54 34.611 31.148 -3.46 Prinz & Becker 2015

B0628-28 1.244 0.32 32.164 29.078 -3.09 Tepedelenlioğlu & Ögelman 2005

B0823+26 0.531 0.32 32.655 28.952 -3.70 Becker et al., 2004

B0919+06 0.431 1.10 33.831 30.309 -3.52 Prinz & Becker 2015

Lx (0.5-10 keV) vs L rot	
57(d)+42(ul)=99	  samples	



Lx (0.5-10 keV) vs L rot	
57(d)+42(ul)=99	  samples	



Method	  of	  Sta+s+cal	  Analysis	

a	  =	  log(Lrot)	y	  
=	  
lo
g(
Lx
)	

model	  
ymodel(a)	

■	

	  x	

ymodel(a) = c1 (a-37) + c2	

y=log Lx, a=log Lrot 	

x = y - ymodel(a) 	

random	  	  variable:	  
residual	

p.d.f.  f(x)  is calculated by the simulator which have some 
parameters to be determined.	
èobtain the best-fit model (c1,c2) +  the p.d.f. parameters (non-
parametric test). KS test & χ2 test	

assume	  a	  model	  rela+on	



parameter	 base	  
line	

meaning	

n	 3	 anisotropy	  of	  radia+on	

Pr_maggy	 0	 Probability	  of	  	  occurrence	  the	  crustal	  magne+c	  
field	  decay.	  	  

if	  exits,	  Lx,mag=1033	  erg/s	

σobs	 0.7	 scaVer	  by	  distance,	  nH,	  other	  observa+onal	  
uncertainty,	  provided	  log-‐normal	  distribu+on	

log	  Fx,limit	 -‐14	 observa+on	  limit	  (in	  erg/cm2	  sec)	

ymodel(a) = c1 (a-37) + c2	

parameters	  of	  the	  simulator	

How	  our	  simulator	  works	
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Table 2. (continued)

Name Period distance logLrot logLx log ηx References

PSR s kpc erg s−1 erg s−1

B1610-50 0.232 7.24 36.196 < 33.242 < -2.95 Pivovaro et al., 1998

J1524-5706 1.116 21.59 34.005 < 31.961 < -2.04 Prinz & Becker 2015

J1726-3530 1.110 9.97 34.547 < 32.113 < -2.43 Prinz & Becker 2015

J1841-0524 0.446 4.89 35.018 < 31.639 < -3.38 Prinz & Becker 2015

J1846-0257 4.477 4.69 31.850 < 29.603 < -2.25 Prinz & Becker 2015

3. METHOD OF ANALYSIS

The data set for each pulsar contains (Lx, Lrot, d). Let
y = logLx, a = logLrot, and for the i-th pulsar in par-
ticular, we denote yi and ai. We assume that there is
an intrinsic model relation between Lx and Lrot, which
is represented by a linear formula,

ymodel(a) = c1(a− 37) + c2, (3)

where c1 and c2 are the constant. The random variable
we consider is the residuals defined by

x = y − ymodel(a). (4)

We use a Monte Carlo simulator which produces a
large number of simulated Lx for a given pulsar and
construct a probability density function f(x). The sim-
ulator takes into account possible effects which cause
scatter in the Lx−Lrot plot. The detail of the simulation
will be discussed in the next subsection. If the model
relation ymodel is correctly guessed and if the simulator
reproduces the statistical characteristics of the obser-
vation data properly, then the observation x follows the
probability distribution f(x). This is the hypothesis test
to be performed.

3.1. The Monte Carlo Simulator

The simulator works in the following way.
For a given pulsar with a, the expected X-ray luminos-

ity is given by Lmodel
x = 10ymodel(a) from (3). The first

step is to include the geometrical effect. If the radiation
is isotropic from whole the star, one would simply ob-
serve the value Lmodel

x . However, if it is from a small hot
area on the star, one would observe Lx = Lmodel

x cos θ,
where θ is the angle of the observer to the normal of the
emitting surface. For a randomly oriented object, the
probability density of observing Lx is given by

f(Lx) =






1

2Lmodel
x

if 0 ! Lx ! Lmodel
x

0 if Lmodel
x < Lx.

(5)

This simply means that Lx distributes uniformly in be-
tween Lmodel

x and zero when a hot spot is observed by
randomly distributed observers (for derivation, see Ap-
pendix A). Since the star rotates, the viewing angle θ

oscillates through one rotation, and therefore the value
of θ is regarded as the mean value.
The magnetospheric radiation would have a higher

anisotropy along the local magnetic field of the particle
acceleration region. A simple extension for geometrical
effect would be obtained if we introduce an index n and
assume Lx = Lmodel

x cosn θ. In the simulator, we model
the effect of anisotropy in such a way that n = 0 for
the isotropic radiation, n = 1 for the radiation from a
small hot area on the star, and n > 1 for the magne-
tospheric directed radiation. In this general case, after
transforming from Lx to x, we have

f(x) =





(1/n) exp (x/n) if x ! 0

0 if x > 0.
(6)

According to this probability, the simulator produces a
number xI, which yields a X-ray luminosity as logLpsr

x =
xI + ymodel. Thus dim pulsars are distributed below
ymodel (see the left top panel of Figure 2).
Although the distribution (6) which extends to the

dim side can be attributed to the geometrical effect, our
statistical analysis does not always insist the reason for
such a distribution is only due to the viewing angle. As
will be discussed later, some unknown effect other than
the viewing angle may causes a extended distribution
which is simulated well by (6). We made a statistical
test if the assumed distribution fits the data or not.
In the second step, we include the effect that dissipa-

tion of the crustal magnetic field may add some amount
of X-ray luminosity. However, we know little about the
property of this kind of radiation. We introduce two pa-
rameters: (1) Pmag is the probability that such an excess
emission appears, and (2) Lmag

x is its largest luminosity
below which Lx is uniformly distributed. Again with the
random number generator, we find whether the excess
radiation exists or not, and its value Lmag

x if it exists. By
adding the two component, we have an expected value
of

xII = log(Lpsr
x + Lmag

x )− ymodel. (7)

In the third step, we consider that the observed values
of Lx fluctuate due to uncertainties in the estimated dis-
tance and interstellar absorption. The probability den-

How	  our	  simulator	  works	  (cont.)	

x	

model	  luminosity	

0	

geometrical	  effect	



How	  our	  simulator	  works	  (cont.)	

x	

model	  luminosity	

0	

If	  P_maggy	  is	  no	  zero	  	  
magne+c	  
dissipa+on	



How	  our	  simulator	  works	  (cont.)	

x	

model	  luminosity	

0	

take	  errors	  in	  distance	  
es+mate	



How	  our	  simulator	  works	  (cont.)	
model	  luminosity	

x	
0	

detec+on	  
limit	



How	  our	  simulator	  works	  (cont.)	



Sta+s+cal	  Analysis	  

x	  observa+on	

ξ	  distributes	  
uniformly	  if	  
x	  follows	  f(x)	

We	  have	  p.d.f.	  	  f(x)	  	  and	  its	  c.d.f.	  for	  each	  pulsar.	

c.d.f	

KS	  test	  
χ	  2	  test	



Result	



Q1	  inherent	  Lx-‐Lrot	  rela+on	  exist?	  

ymodel(a) = c1 (a-37) + c2	

C1=1.03±0.27	

C2=33.36±0.43	
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Figure 3. The plot of (ξi, ai) for the sampled pulsars (left panels) and the histogram with respect to ξ (right panels) for three
different model relations, from the top (c1, c2) = (1.0, 33.4), (0.5, 30.0), and (1.6, 33.8).

with c1 = 1.03 ± 0.27. For the best fit model, we
obtain χ2/dof = 9.036/13 and D = 0.10419 with
PKS = 56.60%. Thus we have a satisfactory good fit
with this c1 and c2 and also with the distribution about
the linear relation. In a traditional way, the relation
may be written as Lx = 10−4.75L1.03

rot , or more roughly
log ηpsr = log(Lx/Lrot) ≈ −3.7.
Let us consider dependence of the result on sam-

ples. Firstly, limiting ourselves to Sample Sd only, we
search for the best fit model. We find that the best
fit model (c1, c2) = (1.03, 33.36) again is a good model
for the data; χ2/dof = 6.091/13 and D = 0.09569 with
PKS = 96.57% for Sample Sd. The best fit model of
Sample SABd is also the the best fit model of Sample
Sd. In Figure 5, our best fit model is indicated by the
solid line, and the formal regression line is also shown
by the dotted line. The formal regression line is steeper
with c1 = 1.29 and c2 = 33.01, giving χ2/dof = 10.2/13
and D = 0.22 with PKS = 14.2%. This regression line
is marginally acceptable, but we would argue that the

formal regression line can far different from the true re-
lation.
As for another sample, we examine the joint sample

Sd+Ad. Our best fit model gives again good test statis-
tics for this sample, χ2/dof = 5.424/13, and D = 0.099
with PKS = 74.7%. As shown in Figure 6, the formal
regression line becomes closer to the best fit model in
this case. The coincidence of the formal regression line
and the best fit model is not due to larger number of the
sample, but due to some sort of selection effect discussed
below.
We find that the reason why the slope of the formal re-

gression lines changes with sample by sample is twofold.
The pulsars with large Frot have high probability to be
observed even if they have low luminosities. Such pul-
sars are present in 1035 ! Lx ! 1037. In Figure 5
they distribute below the best fit Lx − Lrot relation.
This effect makes the regression line steeper. The same
would occur if still deeper observations were made. On
the other hand, if Frot of a sample is decreased, say
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Figure 3. The plot of (ξi, ai) for the sampled pulsars (left panels) and the histogram with respect to ξ (right panels) for three
different model relations, from the top (c1, c2) = (1.0, 33.4), (0.5, 30.0), and (1.6, 33.8).

with c1 = 1.03 ± 0.27. For the best fit model, we
obtain χ2/dof = 9.036/13 and D = 0.10419 with
PKS = 56.60%. Thus we have a satisfactory good fit
with this c1 and c2 and also with the distribution about
the linear relation. In a traditional way, the relation
may be written as Lx = 10−4.75L1.03

rot , or more roughly
log ηpsr = log(Lx/Lrot) ≈ −3.7.
Let us consider dependence of the result on sam-

ples. Firstly, limiting ourselves to Sample Sd only, we
search for the best fit model. We find that the best
fit model (c1, c2) = (1.03, 33.36) again is a good model
for the data; χ2/dof = 6.091/13 and D = 0.09569 with
PKS = 96.57% for Sample Sd. The best fit model of
Sample SABd is also the the best fit model of Sample
Sd. In Figure 5, our best fit model is indicated by the
solid line, and the formal regression line is also shown
by the dotted line. The formal regression line is steeper
with c1 = 1.29 and c2 = 33.01, giving χ2/dof = 10.2/13
and D = 0.22 with PKS = 14.2%. This regression line
is marginally acceptable, but we would argue that the

formal regression line can far different from the true re-
lation.
As for another sample, we examine the joint sample

Sd+Ad. Our best fit model gives again good test statis-
tics for this sample, χ2/dof = 5.424/13, and D = 0.099
with PKS = 74.7%. As shown in Figure 6, the formal
regression line becomes closer to the best fit model in
this case. The coincidence of the formal regression line
and the best fit model is not due to larger number of the
sample, but due to some sort of selection effect discussed
below.
We find that the reason why the slope of the formal re-

gression lines changes with sample by sample is twofold.
The pulsars with large Frot have high probability to be
observed even if they have low luminosities. Such pul-
sars are present in 1035 ! Lx ! 1037. In Figure 5
they distribute below the best fit Lx − Lrot relation.
This effect makes the regression line steeper. The same
would occur if still deeper observations were made. On
the other hand, if Frot of a sample is decreased, say

We	  have	  simply	

f(x) fits	  very	  well	  
χ2	  /dof	  =	  9.0/13	  
KS	  D=0.104	  (56.6%)	

χ2	  map	

next	  page	
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non-‐parametric	  test	  	  :	  very	  good!	  	  
the	  best	  fit	  p.d.f.	  	  fi(x) :	
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Table 2. (continued)

Name Period distance logLrot logLx log ηx References

PSR s kpc erg s−1 erg s−1

B1610-50 0.232 7.24 36.196 < 33.242 < -2.95 Pivovaro et al., 1998

J1524-5706 1.116 21.59 34.005 < 31.961 < -2.04 Prinz & Becker 2015

J1726-3530 1.110 9.97 34.547 < 32.113 < -2.43 Prinz & Becker 2015

J1841-0524 0.446 4.89 35.018 < 31.639 < -3.38 Prinz & Becker 2015

J1846-0257 4.477 4.69 31.850 < 29.603 < -2.25 Prinz & Becker 2015

3. METHOD OF ANALYSIS

The data set for each pulsar contains (Lx, Lrot, d). Let
y = logLx, a = logLrot, and for the i-th pulsar in par-
ticular, we denote yi and ai. We assume that there is
an intrinsic model relation between Lx and Lrot, which
is represented by a linear formula,

ymodel(a) = c1(a− 37) + c2, (3)

where c1 and c2 are the constant. The random variable
we consider is the residuals defined by

x = y − ymodel(a). (4)

We use a Monte Carlo simulator which produces a
large number of simulated Lx for a given pulsar and
construct a probability density function f(x). The sim-
ulator takes into account possible effects which cause
scatter in the Lx−Lrot plot. The detail of the simulation
will be discussed in the next subsection. If the model
relation ymodel is correctly guessed and if the simulator
reproduces the statistical characteristics of the obser-
vation data properly, then the observation x follows the
probability distribution f(x). This is the hypothesis test
to be performed.

3.1. The Monte Carlo Simulator

The simulator works in the following way.
For a given pulsar with a, the expected X-ray luminos-

ity is given by Lmodel
x = 10ymodel(a) from (3). The first

step is to include the geometrical effect. If the radiation
is isotropic from whole the star, one would simply ob-
serve the value Lmodel

x . However, if it is from a small hot
area on the star, one would observe Lx = Lmodel

x cos θ,
where θ is the angle of the observer to the normal of the
emitting surface. For a randomly oriented object, the
probability density of observing Lx is given by

f(Lx) =






1

2Lmodel
x

if 0 ! Lx ! Lmodel
x

0 if Lmodel
x < Lx.

(5)

This simply means that Lx distributes uniformly in be-
tween Lmodel

x and zero when a hot spot is observed by
randomly distributed observers (for derivation, see Ap-
pendix A). Since the star rotates, the viewing angle θ

oscillates through one rotation, and therefore the value
of θ is regarded as the mean value.
The magnetospheric radiation would have a higher

anisotropy along the local magnetic field of the particle
acceleration region. A simple extension for geometrical
effect would be obtained if we introduce an index n and
assume Lx = Lmodel

x cosn θ. In the simulator, we model
the effect of anisotropy in such a way that n = 0 for
the isotropic radiation, n = 1 for the radiation from a
small hot area on the star, and n > 1 for the magne-
tospheric directed radiation. In this general case, after
transforming from Lx to x, we have

f(x) =





(1/n) exp (x/n) if x ! 0

0 if x > 0.
(6)

According to this probability, the simulator produces a
number xI, which yields a X-ray luminosity as logLpsr

x =
xI + ymodel. Thus dim pulsars are distributed below
ymodel (see the left top panel of Figure 2).
Although the distribution (6) which extends to the

dim side can be attributed to the geometrical effect, our
statistical analysis does not always insist the reason for
such a distribution is only due to the viewing angle. As
will be discussed later, some unknown effect other than
the viewing angle may causes a extended distribution
which is simulated well by (6). We made a statistical
test if the assumed distribution fits the data or not.
In the second step, we include the effect that dissipa-

tion of the crustal magnetic field may add some amount
of X-ray luminosity. However, we know little about the
property of this kind of radiation. We introduce two pa-
rameters: (1) Pmag is the probability that such an excess
emission appears, and (2) Lmag

x is its largest luminosity
below which Lx is uniformly distributed. Again with the
random number generator, we find whether the excess
radiation exists or not, and its value Lmag

x if it exists. By
adding the two component, we have an expected value
of

xII = log(Lpsr
x + Lmag

x )− ymodel. (7)

In the third step, we consider that the observed values
of Lx fluctuate due to uncertainties in the estimated dis-
tance and interstellar absorption. The probability den-

・There	  are	  dim	  pulsars	  (Lx:	  
almost	  uniform	  dist.)	

geometrical	  model	  
	  (anisotropy	  +	  viewing	  angle)	

•  n=2,3,	  we	  have	  exponen+al	  tail	  in	  p.d.f.	  

not	  necessarily	  so,	  ,,,,	

•  The	  best	  model	  gives	  σ=0.7.	  It	  is	  just	  the	  	  expected	  value.	  	  
•  We	  do	  not	  need	  extra	  hea+ng	  P_maggy	  	  =	  0	  
•  log Fxllim =	  -‐14.0	  (	  ±3%)	  
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Table 5. Large efficiency pulsars ξ > 0.9.

pulsar name ξ logLrot logFrot Fermi Hard X Type Spectral PWN

LAT Properties ηpwn

BB PL

B0540-69 0.998 38.17 -9.37 no Yes VE - PL(2.05) -0.89

J0855-4644 0.994 36.02 -10.04 no - L,nth - PL(1.24) -2.01

B1055-52 0.992 34.48 -9.97 Yes - L,th 2BB(68 eV) - -5.28

B0531+21 0.986 38.65 -6.03 Yes Yes VE - PL(1.63) -1.64

B0656+14 0.969 34.58 -8.39 Yes - H,th 2BB(56 eV) - -5.68

J1301-6310 0.956 33.88 -10.82 no - L,? ? ? -

B1822-14 0.931 34.61 -10.93 no - L,th? BB(200 eV) - -

J1617-5055 0.922 37.20 -8.49 Yes Yes H,nth - PL(1.15) -3.41

J1400-6325 0.918 37.70 -8.06 no Yes H,nth - PL(1.22) -2.76

J1741-2054 0.901 33.98 -9.05 Yes - H,th BB(60 eV) - -4.58
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Figure 9. The scatter plot (ξ, a) for Sample SAB with the
best fit model. The data of finite detection are indicated by
the filled squares, while the upper limit data are indicated
by the open square.

ability density distribution f(x) extends to smaller val-
ues of x; namely, some pulsars appear very dim as com-
pared with the model Lx − Lrot relation. In our model,
we simulate the distribution by the exponential form
f(x) = (1/n) exp(x/n) as shown in the top left panel
of Figure 2. The model is drawn as the geometrical ef-
fect. However, the reason of the extended distribution
can be different. What we show is that if the distribu-
tion is assumed, then the observed scatter is reproduced.
As is pointed out by Kargaltsev & Pavlov(2008), sim-
ilar things are found for the luminosity of PWN, i.e.,
some pulsar shows very small efficiency of the nebula
emission. Vink et al. (2001) argue that the X-ray ef-
ficiency of PWN and that of the pulsar show similar
behavior if they are plotted against the spin-down age.
Taken from Table 2 of Kargaltsev & Pavlov(2008), the
efficiencies of the pulsar and PWN, ηpsr = Lx/Lrot and
ηpwn = Lpwn/Lrot, are plotted in Figure 10. Since the
brightness of PWN is less dependent on the viewing an-
gle, the wide distribution in ηpwn must not be caused by
the viewing angle, but must be due to some unknown

physics. It is noticeable that ηpsr and ηpwn is positively
correlated. This indicates that there is obviously at least
one parameter other than Lrot, in other words, some un-
known physics that governs the luminosity of both the
pulsar and PWN. A possible link between the magneto-
spheric emission and the pulsar wind is pair multiplic-
ity. If pairs are created efficiently, then the synchrotron
emission from the magnetosphere in X-ray would be en-
hanced, and at the same time, the kinetic part of the
energy carried by the wind would increase and causes a
brighter PWN. This view is consistent with the fact that
the Lγ − Lrot correlation is tighter, i.e., the gamma-ray
comes not from the secondary paris but from the pri-
mary particles.
The high-ξ pulsars are also plotted in Figure 10. The

soft-gamma type with high ξ follows the general trend
(indicated by the crosses in Figure 10). The thermally
bright pulsars show small ηpwn and large ηpsr, i.e., they
do not follow the general trend (indicated by the open
circles in Figure 10). For these, although ηpsr is large,
the luminosity originates from the heat of the neutron
star, and the efficiency of the magnetospheric emission
is small so that ηpwn is also small. The ηpwn − ηpsr plot
can be used to discriminate if a pulsar is the soft-gamma
type or thermally bright type.
Further statistical analysis with much better quality of

data, separated into thermal, magnetospheric and PWN
components, will give us finer discrimination of individ-
ual origins of emission, and a hint to find the unknown
physics controlling the X-ray efficiencies.

The present work was supported in part by a Grant-
in-Aid for Scientific Research (S.S. 25400221, AB
15K05107, TE 15H00845) from the MEXT. We thank
H. Ohno for his helpful discussions and R. Shannon for
carefully reading the draft and his comments.
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Figure 9. PSR J1617−5055; high-energy (0.8–300 keV) total and pulsed
spectra as derived from measurements by Chandra ACIS (total pulsar 0.8–
8 keV; solid red; Kargaltsev et al. 2009), XMM–Newton MOS (total, includ-
ing compact PWN, 0.8–10 keV; solid orange; Becker & Aschenbach 2002),
joint fit XMM–Newton/BeppoSAX/ISGRI (total, including compact PWN,
0.8–10 keV; solid brown; Landi et al. 2007), RXTE PCA (pulsed 2.5–30 keV;
aqua; this work), RXTE HEXTE (pulsed 15–150 keV; blue; this work) and
INTEGRAL ISGRI (total 20–300 keV; purple; this work).

an outer nebula extending up to ∼1 arcmin from the pulsar. Fitting
a power law to the spectral data extracted from a circular aperture
of 0.5 arcsec centred on PSR J1617−5055, Kargaltsev et al. (2009)
derived a power-law index of −1.14 ± 0.06 and a 0.5–8 keV (un-
absorbed) flux of (3.6 ± 0.1) × 10−12 erg cm−2 s−1 for the total
(=pulsed+pulsar DC) emission of the pulsar. This converts to a
2–10 keV (unabsorbed) flux of ∼3.58 × 10−12 erg cm−2 s−1. The
flux of the inner compact PWN is about 10–15 per cent of the total
pulsar flux, and its combination is consistent with the total emission
spectra derived using the X-ray instruments with much less spatial
resolution: Landi et al. (2007) find a 2–10 keV flux of 4.2 × 10−12

erg cm−2 s−1 using BeppoSAX MECS, XMM–Newton MOS 1+2
and INTEGRAL ISGRI in combination, while the 2–10 keV flux, es-
timated from the best-fitting values given by Becker & Aschenbach
(2002), amounts 4.0 × 10−12 erg cm−2 s−1. The best-fitting models
derived by Becker & Aschenbach (2002), Landi et al. (2007) and
Kargaltsev et al. (2009) are shown as solid orange, brown and red,
respectively, lines in Fig. 9.

Comparing the pulsed (RXTE PCA; this work) and total 2–10 keV
flux values (Chandra; MOS 1+2; BeppoSAX) yields a (high) pulsed
fraction in the range 79–92 per cent. This value is consistent with the
value, derived in this work, using data from merely Chandra HRC-S
in timing mode. During a 78.2 ks exposure of 1E 161348−5055 on
2007 July 2 (obs.id. 7619) with the HRC-S PSR J1617−5055 was
observed 7.3 arcmin off-axis. Using a 8-arcsec extraction radius,
because of the strongly degraded point spread function (PSF), and
using an annulus centred on the pulsar with inner and outer radii
of 12 arcsec and 16 arcsec, respectively, to determine the local
background, we derived a genuine pulsed fraction (0.2–10 keV)

of 78 ± 2 ± 10 per cent taking into account the 10–15 per cent
contribution of the inner PWN to the total emission from the 8 arcsec
circular (source) extraction region, which could not be resolved in
this observation. The first error is related to the uncertainty in the
inner PWN contribution and the second one to the uncertainty in
the number of pulsed counts, derived through the method outlined
by Swanepoel et al. (1996).

Also, above 20 keV there is very little room for pulsar DC and/or
PWN emission. At GeV energies, no pulsed high-energy γ -ray
emission has been detected so far for PSR J1617−5055 (Abdo et al.
2013).

At TeV energies (>200 GeV), a bright source, HESS J1616−508,
has been detected in the neighbourhood of PSR J1617−5055
(Aharonian et al. 2006c). However, due to (severe) misalignment
a convincing identification at lower energies is lacking (see e.g.
Matsumoto et al. 2007; Kargaltsev et al. 2009).

5.9 PSR J1640−4631 in SNR G338.3−0.0/HESS J1640−465

HESS J1640−465 was discovered during the Galactic plane survey
with H.E.S.S. performed during 2004 May–July (Aharonian et al.
2005a, 2006c). The source is marginally extended at TeV energies
and its location is consistent with the 8 arcmin diameter broken-
shell SNR G338.3−0.0, which lies near the boundary of a bright
H II region. At the centre of SNR G338.3−0.0, an X-ray source,
AX J1640.7−4632, was detected during the ASCA Galactic plane
survey (Sugizaki et al. 2001).

HESS J1640−465 was observed by XMM–Newton for 21.8 ks
on 2005 August 20 with the EPIC-pn and MOS camera’s oper-
ating in full-frame mode (Funk et al. 2007b). This observation
was strongly affected by soft proton flares reducing the effective
exposure to only 7.3 ks. Three sources were detected in this obser-
vation of which XMM J164045.4−463131 is coincident with AX
J1640.7−4632, and is extended in nature with a compact core and
a faint tail, resembling morphologically a typical PWN. A spectral
analysis of XMM J164045.4−463131, fitting an absorbed power-
law model, yielded a rather strong absorbing hydrogen column NH

of (6.1+2.1
−0.6) × 1022 cm−2 and a photon index of −1.74 ± 0.12. No

shell-like X-ray emission was apparent in the XMM observation.
The extended nature of XMM J164045.4−463131 was confirmed

by Lemiere et al. (2009), who analysed a Chandra ACIS obser-
vation of HESS J1640−465 taken in 2007 May with an effec-
tive exposure time of 26.4 ks. Employing the sub-arcsecond scale
spatial resolution of Chandra, Lemiere et al. (2009) performed
a spatially resolved spectral analysis of the near field of XMM
J164045.4−463131 and found that the putative pulsar spectrum is
very hard with photon index −1.1 ± 0.4 heavily absorbed through
a hydrogen column NH of 1.4 × 1023 cm−2. The unabsorbed 2–
10 keV flux of the putative pulsar was 1.5 × 10−13 erg cm−2 s−1.
The compact PWN has a softer photon index of −2.5 ± 0.3 and
unabsorbed 2–10 keV flux of 4.2 × 10−13 erg cm−2 s−1, while the
extended PWN is somewhat steeper with index −2.7 ± 0.5 and has
an unabsorbed 2–10 keV flux of 4.6 × 10−13 erg cm−2 s−1.

Observations with NuSTAR (3–79 keV) of HESS J1640−465 on
2013 June 22 and 2013 Sept. 29 for 48.6 and 89.9 ks, respectively,
revealed eventually the pulsed nature of XMM J164045.4−463131
(Gotthelf et al. 2014). An energetic, Ė $ 4.4 × 1036 erg s−1, 206 ms
pulsar was found with a characteristic age of 3.35 kyr. The pul-
sar shows a single pulse – relatively sharp compared to a sinu-
soid – profile in the 3–25 keV band (see Gotthelf et al. 2014,
and also Fig. 27 panel q), and thus can be considered as a soft
γ -ray pulsar. The pulsed fraction can be as high as ∼82 per cent
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high	  ξ	  pulsars	  are	
1.	  magnetospheric	  
emission	  dominated	  in	  	  
hard	  X	  and	  soy	  gamma	  
bands	

soy	  gamma-‐ray	  pulsars	  
detected	  in	  20	  keV	  –	  30	  MeV	

Karpova et al.

Figure 5. Observations of isolated cooling NSs compared with standard cooling
theory predictions (filled region). The PSR J1741−2054 data point is shown by
the star symbol. We artificially adopt a factor of two error on its age. The Three
Musketeers are indicated with the filled diamonds. The temperature and age
error bars for these stars are shown in accordance with Kaminker et al. (2006)
and Yakovlev et al. (2008). The open diamond shows the PSR B1055−52
position following from the UV data; see the text for details.
(A color version of this figure is available in the online journal.)
Karpova,	  A.,	  Danilenko,A.,	  Shibanov,	  Y.,	  
Shternin,	  P.,	  &	  Zyuzin,	  D.	  2014,	  apj,	  789,	  97	

2.	  thermally	  bright	  pulsars	  with	  a	  
high	  temperature	  as	  compared	  
with	  standard	  cooling	  curve	

Kuiper,	  L.,	  &	  Hermsen,	  W.	  2015,	  mnras,	  449,	  3827	  

Q3.	  for	  large	  efficiency	  Lx/Lrot,	  why?	  	  (cont.)	  
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・dim	  pulsars	  (almost	  uniform)	
geometrical	  model	  
	  (anisotropy	  +	  viewing	  angle)	

not	  necessarily	  so,	  ,,,,	
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Table 2. (continued)

Name Period distance logLrot logLx log ηx References

PSR s kpc erg s−1 erg s−1

B1610-50 0.232 7.24 36.196 < 33.242 < -2.95 Pivovaro et al., 1998

J1524-5706 1.116 21.59 34.005 < 31.961 < -2.04 Prinz & Becker 2015

J1726-3530 1.110 9.97 34.547 < 32.113 < -2.43 Prinz & Becker 2015

J1841-0524 0.446 4.89 35.018 < 31.639 < -3.38 Prinz & Becker 2015

J1846-0257 4.477 4.69 31.850 < 29.603 < -2.25 Prinz & Becker 2015

3. METHOD OF ANALYSIS

The data set for each pulsar contains (Lx, Lrot, d). Let
y = logLx, a = logLrot, and for the i-th pulsar in par-
ticular, we denote yi and ai. We assume that there is
an intrinsic model relation between Lx and Lrot, which
is represented by a linear formula,

ymodel(a) = c1(a− 37) + c2, (3)

where c1 and c2 are the constant. The random variable
we consider is the residuals defined by

x = y − ymodel(a). (4)

We use a Monte Carlo simulator which produces a
large number of simulated Lx for a given pulsar and
construct a probability density function f(x). The sim-
ulator takes into account possible effects which cause
scatter in the Lx−Lrot plot. The detail of the simulation
will be discussed in the next subsection. If the model
relation ymodel is correctly guessed and if the simulator
reproduces the statistical characteristics of the obser-
vation data properly, then the observation x follows the
probability distribution f(x). This is the hypothesis test
to be performed.

3.1. The Monte Carlo Simulator

The simulator works in the following way.
For a given pulsar with a, the expected X-ray luminos-

ity is given by Lmodel
x = 10ymodel(a) from (3). The first

step is to include the geometrical effect. If the radiation
is isotropic from whole the star, one would simply ob-
serve the value Lmodel

x . However, if it is from a small hot
area on the star, one would observe Lx = Lmodel

x cos θ,
where θ is the angle of the observer to the normal of the
emitting surface. For a randomly oriented object, the
probability density of observing Lx is given by

f(Lx) =






1

2Lmodel
x

if 0 ! Lx ! Lmodel
x

0 if Lmodel
x < Lx.

(5)

This simply means that Lx distributes uniformly in be-
tween Lmodel

x and zero when a hot spot is observed by
randomly distributed observers (for derivation, see Ap-
pendix A). Since the star rotates, the viewing angle θ

oscillates through one rotation, and therefore the value
of θ is regarded as the mean value.
The magnetospheric radiation would have a higher

anisotropy along the local magnetic field of the particle
acceleration region. A simple extension for geometrical
effect would be obtained if we introduce an index n and
assume Lx = Lmodel

x cosn θ. In the simulator, we model
the effect of anisotropy in such a way that n = 0 for
the isotropic radiation, n = 1 for the radiation from a
small hot area on the star, and n > 1 for the magne-
tospheric directed radiation. In this general case, after
transforming from Lx to x, we have

f(x) =





(1/n) exp (x/n) if x ! 0

0 if x > 0.
(6)

According to this probability, the simulator produces a
number xI, which yields a X-ray luminosity as logLpsr

x =
xI + ymodel. Thus dim pulsars are distributed below
ymodel (see the left top panel of Figure 2).
Although the distribution (6) which extends to the

dim side can be attributed to the geometrical effect, our
statistical analysis does not always insist the reason for
such a distribution is only due to the viewing angle. As
will be discussed later, some unknown effect other than
the viewing angle may causes a extended distribution
which is simulated well by (6). We made a statistical
test if the assumed distribution fits the data or not.
In the second step, we include the effect that dissipa-

tion of the crustal magnetic field may add some amount
of X-ray luminosity. However, we know little about the
property of this kind of radiation. We introduce two pa-
rameters: (1) Pmag is the probability that such an excess
emission appears, and (2) Lmag

x is its largest luminosity
below which Lx is uniformly distributed. Again with the
random number generator, we find whether the excess
radiation exists or not, and its value Lmag

x if it exists. By
adding the two component, we have an expected value
of

xII = log(Lpsr
x + Lmag

x )− ymodel. (7)

In the third step, we consider that the observed values
of Lx fluctuate due to uncertainties in the estimated dis-
tance and interstellar absorption. The probability den-

appearance	  of	  dim	  pulsars	  follows	  exponen+al	  form.	
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Figure 10. Correlation between the pulsar and pulsar wind
nebula efficiency. The date of Kargaltsev & Pavlov(2008)
are indicated by the filled squares. The high ξ pulsars of the
thermally bright type (the open circles) and the soft gamma-
ray type (the crosses) are also plotted.

APPENDIX

A. MODELING OF GEOMETRICAL EFFECTS

A simple model for the geometrical effect is obtained if we consider the case in which a small hot spot on the stellar
surface is observed. Let the position vector of the spot, the observer’s direction and the angle between the two be
respectively R, i, and θ. The observed flux may be given by Fx = F0 cos θ, where F0 is the observed flux when θ = 0.
Here we ignore the general relativistic effect. If we take Fx as an random variable, then the the probability distribution
function f(Fx) is defined such that the chance probability of observing the flux in between Fx and Fx + dFx is

Pr. = f(Fx)dFx = f(Fx)F0d(cos θ). (A1)

On the other hand, the probability for the spot to locate in between cos θ and cos θ + d(cos θ) is given by

Pr. =
1

4π

[
d(cos θ)

∫ 2π

0
dφ

]
=

d(cos θ)

2
, (A2)

provided that the spot is randomly distributed on the surface. Comparing the two expression, we have, for 0 ! Fx ! F0,

f(Fx) =
1

2F0
(A3)

else f(Fx) = 0, i.e., Fx distribute uniformly below F0. Note that
∫
f(Fx)dFx = 1/2 because spots on the backside of

the start would not be observed. The generalized expression is Fx = Fx cosn θ with the anisotropy parameter n, where
n larger than unity indicates the radiation is beamed. In the same way, we have, for 0 ! Fx ! F0,

f(Fx) =
1

2nF0

(
Fx

F0

) 1
n−1

. (A4)

In general, the observer’s direction has a finite angle to the emitting direction R so that the observed flux tends to
smaller than F0. In the Monte Carlo simulation F0 is replaced by Lmodel

x , below which. Lx is distributed according to
the probability (A4). The distribution (A4) can be seen in the Lx −Lrot plot as some dim pulsars are found below an
expected correlation.
If the viewing angle to the rotation axis were given for each pulsar, a correction might be possible. However, we do

not have convincing values of the viewing angles so that such a correction is difficult to made.
In the simulation, the random variable x = logFx− logF0 is used. The probability distribution function with respect
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efficiency	  of	  PWN	

Q4	  	  for	  small	  efficiency	  Lx / L rot,	  why?	  	  (cont.)	  

(data	  is	  taken	  from	  Kargaltsev	  &	  Pavlov	  2008)	

Luminosity	  of	  the	  magnetospheric	  X	  ray	  correlates	  with	  PWN	  
luminosity.　Pair	  crea+on	  rate	  is	  a	  possible	  link	  parameter.	
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Table 3. The result of χ2−test and KS test for different simulation parameters. The degree of freedom of χ2 is 13.

n χ2 PKS

( in % )

0 30.418 0.00

1 10.236 14.48

2 9.036 56.60

3 12.545 42.19

4 12.873 34.04

6 15.673 31.46

σ χ2 PKS

( in % )

0.5 19.964 7.70

0.6 16.600 25.97

0.7 9.036 56.60

0.9 10.164 19.30

1.0 12.545 10.83

1.3 16.291 2.48

logFlim χ2 PKS

( in % )

-13.0 97.600 0.00

-13.5 45.218 0.00

-14.0 9.036 56.60

-14.5 19.491 6.02

-15.0 24.109 0.30

Table 4. χ2 and KS significance level for the sample in-
cluding the high-magnetic field pulsars.

Sample HB

Pmag χ2 PKS

( in % )

0.0 23.90 0.09

0.05 18.30 7.80

0.1 18.30 32.75

0.2 14.80 46.56

0.3 12.00 50.43

0.5 8.50 57.93

1.0 8.50 59.83

Sample HB + SAB

Pmag χ2 PKS

( in % )

0.0 13.85 4.65

0.001 7.63 15.88

0.01 8.67 47.77

0.02 7.63 76.99

0.05 6.71 92.54

0.1 9.50 72.80

0.2 18.24 17.54

0.4 24.54 0.21
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Figure 7. The same as Figure 4 but for Sample HB.

of 9 pulsars in Sample HB, 3 pulsars have large efficiency
Lx/Lrot > 0.1 and that 3 pulsars out of the 66 detected
pulsars (4.5%) exhibit the obvious excess in Lx.
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Figure 8. The same as Figure 4 but for the joint sample of
S, A and B including the upper limit data.

If we add the upper limit data, Sample SABul, to
Sample SABd, the number of the pulsar is 99 in to-
tal (see Table 1). The χ2 map for this joint sam-
ple is shown in Figure 8. The best fit model rela-
tion gives the test statistics, χ2/dof = 14.091/13 and
D = 0.09681 with PKS = 31.15%. From the χ2 map, the
most probable c1 get slightly smaller and c2 is slightly
higher. The result of the sample including the upper
limit yields c1 ≈ 1.0 and c2 ≈ 33.5, of which the test
statistics is χ2/dof = 12.75/13 and D = 0.05392 with
PKS = 93.57%, in very good agreement with the result
of Sample SABd.

5. DISCUSSION

To understand the distribution in the Lx − Lrot

plot, we take the following effects into account: (1)
anisotropic radiation with randomly oriented viewing
angles, (2) uncertainty in the distance estimate, and (3)
detection limit mainly determined by the instruments.
These effects obscure a possible intrinsic relation be-

C1=0:	  	  not	  correlated	  to	  Lrot	
χ2	  map	

If	  the	  best	  fit	  model	  for	  
the	  ordinary	  radio	  pulsars	  
is	  tested	  on	  Sample	  HB,	  
we	  have	  	  
χ2	  /dof	  =	  23.9/13	  
KS	  Pr.	  0.09%,	  i.e.,	  	  

High-‐B	  radio	  pulsars	  are	  different	  from	  
ordinary	  radio	  pulsar	  (<1013G)	

C1=0.0	



Conclusion	
L x – L rot  scaVer	  plot	  is	  so	  produced	  :	

1.	  Inherent	  correla+on	  
L x =10 -3.7  L rot  	

2.	  high	  efficiency	  
pulsars	  are	  	  
(a)high	  surf.	  temp.	  (B-‐
decay?)	  or	  (b)soy-‐
gamma	  PSR	

3.	  uniform	  
distribu+on	  of	  
dim	  pulsarsè	  
unknown	  
physics	  that	  
governs	  Lx	  and	  
Lx(pwn)	  	

4.	  High-‐B	  radio	  pulsars	  forms	  a	  
dis+nc+ve	  popula+on	


